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Coherence and Chaos uncondensed Matter

A. R. Bishop

Theoretical Division and Center For >onlinear Studies
Los Alamos National Laboratory
Los Alamos, Y\ I S75-45, US.4

I. Nonlinearity in Condensed Matter -- An Overview

In the l=t decade, paradigm of nonlinear science have become t?rn-dy established in
expcrimencal and theoretical approaches to condensed matter physics [1,2] -- as well
as, many other disciplines [3], Jlost importantly, “nonlinear science” requires an in-
terdisciplinary mnd multifaceted approach -- analysis, computation and experiment.
Often the approech involves a new look at old problems, e.g.

● the synergistic use of computers.
s the widespread introduction of concepts such as “solitons, ” “inte rable systems, ”

“topology, “ “chaotic dynamical systems, f“ “pattern selection and unction,” “non-
linear mode-reduction” and “collective coordinates.-’

● the importance of “competing interactions” for inhomogeneity in space-time.
There are important compkmcntary ideas such as: (i) order (e.g. .solitons) atisin

from nonlinearity in many-particle systems and partiaI differential equations [4]; an 3
(ii) temporal disorder (e.g. chaos) resulting from nonlinearity even in /e*particle
systems 51. Combining such order and chaos is an important challenge to modem

!theory [6 .
The b~ic noticns of ‘ soiitons” will be introduced here for integrable systrms in

one space dimension [4]:
Sine- Gordon equation

Cub:c Nonlinear Schr6dinger ●quhtion

Toda lattice equation

(n+l)~$’)= Jn-’) - q(n)_ Jn) - q ,

Th~ pr=tic~ gmcr~zation of Solltons to finite energy, long-lived stntctures is il-

lu~tratml below with topological solitons, clusters in the vicinity of a stntctural phase
tramition [7i, and vortex cordlgurations in 2-dimensional ●asy-plane spin systems (uec-
tion 111), It is ●mphasized that “solitons” span both disciplines ud physical scales, and
rue often “

f
enaic” in that they are Iabelled by certain key physical ingredients rnther

than speci c contexts .- e.g, periodic potentials leading to the SC CIW of equation,
Turning to to ical conderwd matter/stmtistlcal physics contexts, these tue very

IIumeroush EIt is t erefore more relet.nnt to ~ppreciate certain gmera,l themes which
have to be faced by each new ~ppli(.i~tlol~
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Soliton typesin l-dime,lsion for scalar fields .areof3 types -- “-kinks,” ‘“pulses,”
and “breathers” [4].
Strict solitons (solutions of integrable equations) play a unif~ing role for most
(perhaps all) exactly solvable systems in many-body, field theory and statistical
physics -- ;“”quantum l-dimension or classical 2-dimension (or l-space snd l-time).
\Iappings between quantum solitons, Bethe .+nsacz solutions, Baxter solutions,
Kac-\loody algebr~, etc, are examples [S].
Strict solitons are rarely (if ever) of practicai concern, although they may in some
circumstances be good starting points for perturbation techniques. Observation of
solitons and their physical characteristics become context and application specific
because of perturbations and fluctuations with respect ta ‘-bare” solitons. Impor-
tant examples include: impurities, external fields; damping; lattice discreteness:
dimensionality; thermal, quantum or critical fluctuations (important for statistical
mechanics, transport, nucleation, quantum tunneling, etc.). .+ good example is
provided by modeling of “poling” in piezoelectrics [9].
Competitions for ground states and excitations are especially pronounced in the
presence of nonlinearity, disorder, i nd low. dimen~ionality.
Intrinsic inhomogeneous structure ( “defects”’) can often be classified (if they are
topological) by, e.g., homotopy theory -- for instance in liquid cristrds, 3He, crystal
defects. This is important because of their relevance to transport and rel=ation
[10]6
Intrinsically nonlinear defects play an important role in phase transitions of many
kinds -- first order (droplet nucleation), continuous (cluster dynamics), topological,
commensurate-incommensurate. multiphase equilibra, “universal” critical short-
range-order, etc. Structural ph=e transitions and incommensurate structures are
discussed bridly below,
Low-dimensional magnets are good em.rnpies of soliton contexts. Quasi-l-D sys-
tems ( CsNiF3, TMMC, CSCOC13, . . ) have been especially trnctable and didactic
examples. Quasi- 2-D materials ( K2CUF4, RbCrC14, graphite intercalates. ..) are
increasingly scudied in the context of vortices, domains, discornmensurat ions. &nd
mat recent Iy high-temperature superconductors. Low- D magnets are con~idered
in section 3.
Low-dimensional orgmic and orgarometaliic materials are also” contexts where
soli t ons and nonlinear effects more generdl y are prevalent [11]. These include
phenomena such as: broken symmetry ground states (charge density, spin density,
superconducting, bond order, etc ); competition (leading to inhomogemmus ground
states); nonlinear excitations (especially self- trapped states, including polnrons, im-
port ant in physics, chemistry, biophysics), Some of t hew issues are int roducrd in
section 4.
Nonlinear, nonequilibrium phenomena are a growing focus in solid state and mate-
ria!s science, where “complexity” in space w-d/or t~me is as important as in nr(ms
such as hydrodynamics or plasmas, This field is reviewed in section 2.

Slructurtd phaJe trawtiom provide good examples in materials science for the
evolution of approaches with which to incorporate strongly nonlinear eifects, Dliring
the period 1070- 1080 radical changes took place both experimentally and thm-mtirnlly
introducing ideas of incomplete soft modes, cent~al p~aks nnd intrinsic clustms in
(Iisplacive structural phase trnnsititm [nnt?rials, A one (Dimensional model ( thr “’/-
four” ~m .’~!ouble w~l~’ Hmnl]t,minn) illustrates Lhis [7]:

,)
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Here, we consider a unaxial ferrodistortive (spring constant C > O) system with parti-
cles of mass m and displacement ui (from local equilibrium) moving in one-site doubly-
CIegenerate wells (.+ < 0. B > O). In the so-called ‘-displacive” regime (C Z 1.41) a
continuum approximation is valid leading to the i -four equation describing the ~attice
CIynarnics:

)nuf~ — 2 CJUZZ - 1.41U + BU3 = o,

\vhere a is the lattice constant.
This equation has low-amplitude and high-amplitude “phonons” as solution (lim-

its of elliptic traveling waves). In addition it supports kinks (domain walls), soli-
tons and long-lived coherent breather- solitons. .4ttempts to linearize the equations of
motion (by “self-consistent” or “renormalized” phonon approximations) suppress the
nonlinearity: they can capture the best harmonic approximations of high- arid low-
temperature phonons and sllggest that there is a transition between those at a “soft”
mode temperature T’~. The inclusion of fully nonlinear kink solitons renders this soft-
ening incomplete and shows that it is accompanied by a “central peak” (i.e. scattering
intensity around frequency u = 0) This is illustrated in Fig. 1.

The central peak narrows and grows as T + O corresponding to the density of
kinks + O and complete long-range order appearing. In d~mensions greater than unity
a phase transition to long range order occurs at a jiniie temperature Tc even for
short-ran e interactions. Again, however, Tc < TO.

r

We illustrate this situation with
results [7 on weakly-coupled chains of double-well-potential part icles, representative
of anisotropic femoelectrics (e. g, CSD2P04 ), Peierls-distorted chains (e. . KCP), etc.

?Here a rnizcd ph~e of displacive behavior on-chain but order-disorder C> IAI) be-
tween chains occurs. and I’c < TO so that the 1-dimensional short-range-order regime
is enhanced and z-dimensional crossover occurs only close to Tc, The enem.1 scenario
~)f order -disorder- displacive crossover in double-well systems of gener J dimension can
he presented M in Fig. 2.

Commensurate -incommensurate phase transitions are now widely encountered (in
theory, and experiment ) in a large range of physical circumstances [12]. The key physical
ingredient is the occurrence of competing interactions, We axgue in section 2 that these
are also a central concept for dynamical systems (showing “complexity” in cpace time)
(luite generally. Here we describe purely static contexts of competing spatial scales.
The physical variable sensitive to the competition may be displacmnent, mms, spin,
charge-density. phase, rotation, pitch, etc. The physical contexts are equaUy diverse
.- epitaxy, ~.harqe-density -waves, .4 XNNI magnets, ferroelectrics, crystal faceting, etc.

The rf)mpetltions for length scale characteristically result in spatisdly inhomoge-
nPOIU thermodynamic phases, The appearance of homogeneous commensurate regions in
.[)ace, separated by inhomogenous incommensurate segments ( “discomrnensurati ens” )
IS rypical. The density of discomrnensurations then + O, au the incommensurate-
corl)n~erlsllrate phase tr~sition is approached, e~’entually leaving a fully locked (homo-
g~rwous romrnensurate) pattern, This scennrio is illustrated by a simple l-dimensiotta!
●lu-face epitaxy model, after the style (J[ Frenkel-Kontorova or Franc k-van der \lcrwe,
\vith Hnlrllltonian [1~1:

ff=~[; m(:?+r(,l -(’(J%)+; c(~rl+l ‘Xn– (1)~1,
l’)

rl -
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Figure 1. Centrdpeak fomation mdanhmmonic phononsoftening in~l-D@4 model
(see text),
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Figure 2. Cluster and rmharmonic phonon regimes in displacive-order disorder #4
models.

Here, x. is the displacement of the n-th particle (mtw m) of the epitmtial layer moving
in a periodic substrate potential of strength V. There are two characteristic length
scales: (a) the natural epitaxid layer lattice periodicity, a, set by the harmonic intm-
particle spring C: and (b) the substrate periodicity, b. In general a and b can be
Incommensurate ( irrationally related). A discommensuration superlattice then takes
the whematic form shown in Fig. 3 where (9 is a deviation relatin to a p~ticuiar
superlattice order: Xn = nbP + b4n/2~, with Qa = Pb, Q and P irrationally related
integers.

Important generd.isationa of the above discornmensuration model include: dkcta d

a discrete lat t ice [13] (including “chutic” discommensurat ion pinning, lockd phaaes );
interactions between t.iiscommensuration Enea (leading to structural tr~itions and
melt ing of discomrnensuration superlatt ices) [12]; dynamics in t he presence of com-
pct ing interutiou ( ph~ Modes, hysteresis and metaatability); and generalisations
!O include muhiplc competi~ length sca.lea and non. convez interparticIe springs [14].
These last ingd,ients are koming of direct concern in mtateriak science applications
f~f competing interactions such M m~tensite materials, polytypes, polymers, grain-
houndary scmctum.

11, Coherence and Chaos in Spatially

The focus of dynarnicd systems research

Extended Condensed Matter Syctenu

baa now moved strongly towards spatmfly
extended syste~ (6,8]. This naturally brings together ideaa of p~ttem /orrnatlon and
(:hao~ -- viwying degrees of “complexity” may occur in ~pace or time or both, as is
experienced in many areaa of the natural sciences, from ~trophysics to biology, Our
particu]ax roncern is with exunples from condensed matter physics which has some

5
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Figure 3. A discommensuration array in the Frenkel-Kontorova model: see text,

special advantages, In particular, these systems are frequently “bench-top” size and
concern materials and ●xperiments which are well controlled. In addition, control of
geometry and dimensiona,lit y are novel, and questions of space-time complexity are of
direct practical interest for device performance, e.g. in Josephson transmission lines,

These considerations have lead us to study [6,8,15] chaos and coherence (usually
in time and space, respectively, but not ●xclusively) in a variety of nonlinear partial
differential equations modeling specific condensed matter materials and experimental
models thereof -- Josephson junctions and lines, pinned chargedensity -waves, low-
(iimencional magnets, oscillating water tanks, etc. We also anticipate a rapid growth
in the appreciation of these issues for more traditional materials appbcations -- the
importance of space-time inhorno enmus structures for strength and response is gener-
ally recognized but there ia a nJ for much greater unification anddynamical systems
approaches to complexity may provide this. [S-, e.g., articles in “Competing Inter-
actions and Microstwctures,” edo. R. LeSar, A. Bishop, R. Heffner (Springer-Verlag
l~S8)o]

There a three separate (but merging) types of problems so far addressed in con-
,l~nsed matt~ ~~s:

1. J’tructumf dmmkr and inhomogeneity in (classical) static HarniItonian systems
with competimg (incommensurate) interactions or periods. Such competitions oc-
cur in a large variety of solid state materials exhibiting commensurate- incomrnen-
surate phase tranaitiou (12]. They are responsible for requlu or irregular arrays
of “discommensuratio~” as ground st~tes, for “devil’s stamctua” of locking tran-
sit ions betw~n commeqaurate uniform states, hysteretic dynamics, etc. [12, 13],
Stlldics of multiple competing lengths [14] and of Iarge-scnle dynamics are impor-
tant and ir. their infancy,



2. Space- and time-dependent ( classical) sys~ems corresponding to nonlinear partial
differential equations m coupled systems of nonlinear ordinary different id equa-
tions arise naturally as models of condensed matter. Driven. damped equations
such as the sine-Gordon and nonlinear Schrodinger systems have been particularly
well studied in mious spatial dimensions and with }arious boundary conditions.
These provide excellent examples of mode excitation, nonlinear saturation, con-
version and compet it ion (leading to complexities including temporal chaos). As
well as being close models of specific experimental situations. they have the ad-
vantage of being integrable in the absence of perturbations, Thus a tractable
nonlinear mode basis of strict solitons is available in which to project perturbed
flows. References [6,15] dcscnbe this scheme in detail for the periodic sine-Gordon
ring, Many of the lessons quantified by ‘his “near- integrable” approach extend to
far more general situations. [ndwd it is increasingly appreciated that there are
typical ways that space-time attractors (either chaotic or as routes to chaos) are
manifested. In this regard, it is important to appreciate that there are several
approaches taken to study extended dynamical systems -- in addition to specific
(classes of) p.d.e.’s, cellular automata [16] (various discretizations of p.d.e.’s) and
coupled “blattices” of low-dimensional maps [17] are also widely investigated. Most
importantly, synergetic mappings are gradually becoming apparent within and be-
tween these seemingly different approaches to space-time attractors. Furthermore,
there are additional mappings to higher dimensional effective Harniltoni~s (with
time being replaced by an auxiliary space). These effective Hamiltonians exhibit
competing interactions [18]. Thus, the conceptual framework for “inhomogenmua”
space-time attractors is the same as for purely spatial chaos in ( 1). Competing
interact ions arc the key feat ure and spatial discommensurations become analogous
to space-t im.e intermit tency. Orderly temporal behavior is usually accompanied by
(higher symmetry ) spatial pattern formation and irregular temporal behavior by
a breaking of that spatial symmetry. However, “chaos” is usually low-dimensional
because it is characterized by a small number of hi@ly coherent (*soliton) struc-
t ures moving irregularly in a sea of extended ( “radlat ion” ) modes (which may be
active, slaved or heat-bath in character). The %olitons” become locked in phase
and amplitude when a higher symmetry spatial pattern stabilizes. A typical ex-
ample is shown in Fig, 4, where a period sine-Gordon ring is being driven by a
homogeneous at-field with homogeneous dampinq.
Since the number of p.d.e. studies of chaos continues to grow rapidly, we merely
include here a representative uide to the literature:
Recent studies include: sine- 8 ordon-like systems with periodic [6,8,19] Neumann

[8] or absorbing 21] boundary conditions,

I

including 2-D [2?] cases and discrete
generalizations [8 ; nonlinear Schr6dinger equations [8], including models of plas-
mas [23], bistable optical ring oscillators [8], coupled acoustic oscillators and surface
wave~, and complex

T \
neralizations such M Landau-Ginzburg 8,24], the Korteweg-

de l’ries
3

uat ion, oda lattice and generalizations [25]; c tuwical spin chains;
Kuromot- ivuhinsky and similar equations for interface dynamics [6]; and finite
pole or theta-function represent at ions [6,8], Finally, we reemphasize the closely
related types of space-time complexity observed in studies of coupled map lattices
[17] and of cellular automata [16].
An excellent cross-section of these studies, together with articles describing physical
systems being investigated experimentally, is contained in the conference proceed-
il

J
of Ref. 6).

3. . mfum haos” is described in detail in the lectures of GUTZWILLER. The
notion of studying Hamiltonian and dissipative quantum systems which have well-
(Iefinec! classical limits is itsrlf Ivell-defined and of cb ~xperimentid

7
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(b)

Figure 4. Space-time evolution for a periodic Sine-Gordon chain with damping e& (e
o,~) and homo~en~~ ~-driving r sin(udt) (Jd = 0.6). Evolution is, show~ for

~pproximately two periods of the driver with: (a) r = 0.8, wh~ch results m penod~c
time evolution of a spatially period-1/2 pattern; and (b) r = 1.0, which ,redts !n
(“haotic kink-antikink motions, netuly repeating each driving period. The Important
(iynticg here is that of kink -anti kin.k collisions mediated by certtin phono~t res~tlng

in a slow diffusion of the center of mass M in dislocation slippage in metals (note the
rmges of (d) in cues (a) and (b)).



relemce. Furthermore, combining these problems with dynamical systems ap-
proaches, since they have in recent years become more widely recognized and ap

.
preciated. k tempting. Several models moti’;ated by solid state or statistical physics
are interesting in this reg=d. In particulm spin problems have the advantage of a
finite manifold which makes computation of energy levels and wavefunctions very
controlled numerically. We have focused on two systems in detail: (i) a triangle of
9 Heisenberg spins coupled antiferromagnetic ally [26];

1

and (ii ) a single Heisenberg spin lvit h e=y-plane anisot ropy and a periodically
pulsed magnetic field applied in the e=y-plane [27].

H–– .4(s:)2 - #Bs. ~J(t – 2nI) .

Both examples ‘,ave the crucial ad~antages of being able to readily my the “quan-
tumness” (ha S-~ ) and the degree of non-integrability (in the first case by con-
trolling spin space symmetry c and in the second via the magnetic field, strength
B). The tunability of these parameters has lead us to identify new scaling and self-
sirnila.rity properties both in the distribution of energy levels and in the associated
wave functions. Details are contained in Refs. [26,27]. Evidently, a whole field of
new studies are available here, extending these kiixl of studies to many-particle sys-
tems (e.g. perturbing around exact soliton-bearing or Bethe Ansatz models) and
including dissipation -- the combination of these two ingredients leads immediately
to questions of macroscopic quant urn tumeling [%].

111. Nonlinearity and lNlagnetism

\fagnets have provided examples of strong nonlinearity for many decades -- they pro-
vide n~merous systems where we (at least believe we) have good microscopic descrip
tions. Magnetic domain walls are as well studied as dislocation, and their structure
and dynamics are of immediate importance in coercive magnetic devices -- including
bubble devices studied until recently for their information storage potential. Domain
wall response to magnetic fields leaves much to be understood (excef t at low fields
where *’particle” like dynamics is often aclequate) [2!3], and may provide good exam-
ples of Iongituclinal or trarwcrse instabilities on propagation interfaces [30].

In the mom recent developments of soliton literature, magnets have been important
for several remmnx

1) They provide numerous examples of exactly integrable solvable equations
-- both classical (in 1 + 1 and 2 + O dimensions) and quantum (l-dimensional). In-

deed the original Bethe problem (a S - } isotropic Heisenberg ferromagnetic chain and
the onsager z-dime~ional Ising model can be mapped directly into scditon systems).
\Iany generalizations (classical and quantum mechanical) have been explored in the
last decade (31 ,32], but a simple example, the cfass:cal s~otropic continuum Heisenberq
model in one space dimension,
systems:

:{ere [32] the Harniltonian

will ser;-e to illustrate the mat-hematical beauty of these

for ~he spin field j(x.t ) takes the form

9



and the eqllation of motion is

Satural canonical \’ariables are p = S2 = cm # and q, where Sr = ( 1 - p2 )* cos q (q
= o ). In these variables it is evident that the system is nonlinear and that there is no
simple decomposition into kinetic and potential energy:

H({p}q{g})=p{-+ (jy+(l-wjy} .

The exact integrability of this system follows from the identification of a “Lax-pair”
( L.lf ) representation for the spin variables [32]:

L=S; ;
d2 dS d

.u=x +——~ (ix dz
dL

x
= i [L, .}/] .

The operators L and \I are linear and non-selfadjoint, and operate in a space of cle-

pendent 2 x 2 matrices. It is straighford to include a field term ~. x ~ by a gauge
transformation. Strictly speaking, “decaying” boundary conditions are required, viz.

,=f:m S(x.t) = a:. .+ similar structure for periodic boundary conditions is however

possible.
Following the procedures of inverse scattering theory [4], an associated linear eigen-

value problem can be identified,

where the spectrum {A} has the remarkable property of being time invariant. The
spectrum rompri~s both discrete ( * “solittin” ) and continuum ( * “magnon” ) com-
ponents. .+symptotic sca:cenng data can be evolved according to the above prescrip-
tion and the inverse seep (the Gel’fand- Levi tan- \larchenk~ integral equation) gi~~s
S(x,t ) from the evolved data, In this way, arbitrary initial data can be decomposed
into .bnonlineu normal modes” and follo~ved {n time. Further, it is possible to len-
[ify new canontcal variables, P(A), Q( A), from the scattering data, which rwe natiiral
action-angle variables:

10



{Q(UQ(~’)} = {PA’} =0

{W),w;?} =6(A -A’)
P(A)>O ;–2=s Q(A} SO

{Qn, Qm} = {F’n. P” =0
{J’n, Qm} =Aflm :Re(Pn) >0 .

This action-angle set is extremely convenient as a starting point to discuss statisti-
cal mechanics or quantizaticm, as can be seen by the “-separable”’ form that conserved
quantities take. For example, the Hamiltonian becomes

where P is complex conjugate. The first term has the form of continuum (magnon )
states: defining energy S(A) = 4AZ and momentum r(~) = 2A, we have c(J) = m2(J).
The second term is the soliton con:ribucion (in real space these are pulse structures

[33]): defining Pn = .4n e-le/4, it is possible toe, -ess the energy as ~ = & sin2(~/0
where ~n and m: are the lineer- and z-component of angulm-momemturn, ‘~espectively.

.4s in section I, we emphasize that the apparent separability of H is somewhat
deceptive. This is a nonlinear system and modes do interact, b~t in such integrable
models the interaction is purely via reciprocal phase (space) -shifts. LNevertheless, these
phase shifts are responsible for changes in density-of-states and these restrictions on
available phase space are of crucial importance, precisely as in Bethe Ansatz quantum
schemes.

2) Jlany real low-dimensional magnetic materials (chain and layer-like) exist [34,35].
They can be well-synthesized and controlled me~urements of thermodynamic and
scattering properties can he made. For this re~on, linear theories of magnets have
long found good experimental test-beds [34], and this has naturally also become tme
of soliton theories, Because the material basis is sol~nd, low-dimensional magnets have
also served to emphasize an important salutory lesson for solitons in real materials:
the soliton paradigm is intended to be a guide to an improved starting point for theory
and experimental design/interpretation. It is not a ~miverwd panacea ahd each context
{Iemands attention to specific important perturbations, Thus, in the case of easy-plane
ferromagnetic chains (e,g. CsNiF3 ), it is r~ther clear that a sine-Gordon-like system
will govern in. plnne dynamics in the presence of an in-plane magnetic field, If we take
the Harniltm.ian [36],

\vith dynm-nits

md Iinear;zc in the cmt-of. plane spin nngle @, then we find immediately that

11



‘>+Ja2@, ~,; = 2Agp~GS, a is a lattice con-where @ is the in-pkrre spin angle, c; = ..

stant, and wit have smumed that a continuum (z) description is valid, This sine-Gordon
approximation is ~“ery well documented and is indeed a good playground for testing
sine-Gordon statistical mechanics -- experimental measurements of specific heat and
ineia.stic neutron scattering have been especially careful [35]. However, while qualita-
tive agrmment with sine-Gordon theory was irlitially appealin , it h~ taken several

fyears to appreciate that sl’btler etfectg play very important ro es too, For example,
centxal peaks in dynamic structure factors may have kink soliton contributions but (de-
pending on which correlation is measured), essent iall~ linear multimagnon and bound
multimagnon ( ‘-breather”) contrib~tions zue also major components. .4gain, lineariz-
ing in 8 is a very poor approximation in classical dynamics -- nonlinertr out-of-plane
effects produce binding and even repulsion during kink- antikink collision rather than

L
sine-Gordon transmission [37 . This appears to he somewhat compensated by quantum
effects which may act to inhi i~ motions out of a zero-point plane, However, the com-
bined effects of quantization and nonlinear out-of-plane fluctuations have even now not
been fully resolved -- especially for dynamics. A very similar situation applies to other
eas~-plane ferromagnets (e. ,

fi
CHA B, where quant urn Monte Carlo even questions

the validity of the assumed
L

amiltonian 381) and to easy-plane antifemoma~nets (e, g.
TYIMC) [39]. Figure 5 illustrated “breat e;” formation in the case of a kink-antikink
collision in a cl~sical antiferromagnetic model.

Two-dimen~ional mOgnets are an equally rich hunting ground for nonlinear exci-
tations. The prospects for studying dynamics associated with the Koste~litz-~houless
transition we beginning to look especially appealing, with controlled inelastic neutron
scattering experiments being made on several layered materials [40]. (e.g. K2CUF4,
Rb2CrCb, BaCq( AS04 )2 ) Phenomenological t heories, based on ideal g~es of vortex
excit atiors moving in a screening environment of bound vortex -anti vortex pairs [41],
compare well with numerical simulations and have many of the qualitative features seen
experimentally, other excellent two-dimensional magnets include graphite intercalated
with rr.a netic iGns (e.g. COC12 ) and surface layers.

fFina Iy, WI?reemphasize the prospects for Iow-dimensiu,Id magnets as experimen-
tal environments in which to studv coherence and chaos [Section !1); and note the
relations to stoichiometric CU-O la~ered materials
perconductivity under doping.

IV. Solitons and Conducting Polymers

Conjugated polymers such M suitably synthesized

,- -–-–
which exhibit high-temperature su-

polyacetylene have emerged as pro-
toty-pe; of M inkiguing clam of “syn~he~ic mc: als” .- synthetic materials with metallic
properties (in thii c&, nearmetillic level~ of condu~tivit upon sufficient doping).

[Not surprisingly, the mt body of research on this .I1O,SYo rnatria]s is driven by t}~e
needs for new synthe~ and the potentird for npp!ications (for example in batteries
or nonlinear optia) [11]. Howcvm, theoretical modelin of the (by now) many VX.

!ample~ of conductin polymers has lead LOa rich inter isciplina,ry story in its own
7right. First, the fie d haa provided a Imsis for interdisciplirmry collaborations be-

tween field theorists, solid state theorists and quantum chmn.ists. Second, soliton
idem (although at first sight quite strraightforwtwd - ~~see 6C1OW) ha~”e found rxotic
variations -- includinr mnections to exactly solvable field theories and to fraction-
ally charged species, eed, all the ‘simple” ,iolitons tnentioned in Section I (kinks,
pldses and breathers) nave fo(;nd n Iiorne in poiyncrtylent mode!s. Third, these [na-
teria.h are important examples (If t}~e irlcre~qitlgly IIrgent sc~rch for novel mntmirds
nnd they rmphmize our need to rxplorp ~ncso,~rale [Ilnterirds, for which r~lrr~nt l’lvc-

~~



Figure 5, Breather formation followin
f

soiiton-antisoliton coUiaion in M eMy-plane
ferromagnet with in-plane magnetic ~e d,



tronic stxucture theory is frequently poorly prepared, In these cases we me confronted
with material sizes which are intermediate between small polyenes (the realm of quan-
tum chemistry) and macroscopic semiconductors ( the rudrn of solid state). Schemes
applicable in the two limits have to be rethollght in the mesoscale regime. Fourth, low-
dimensiondity and disorder introduce competitions for ground states and excitations,
Conducting polymers represent a member of a growing class of such environments,
where collective ground states are in sensitive competitions -- spin-and-ch~ge-densi ty,
bond-order. superconducting ferroelectric, etc. Ultimately, conducting polymers may
be bes~ thought of as semiconductors but with disorder on m-any length scales and with
extreme anisotropies. In this reg~d also they correspond to a new class of materials for
experimentalists and theorists. The primary charge caxriers are probably ‘bpolaronic”
in character but the influences of disorder, anisotropy, electron-electron interactions,
interchain coupling, etc., have yet to be fully understood,

For a review of the current state of the evolving art, the reader is referr~d to
[11,42,43]. For the present purposes, it is sficient to briefly indicate how models of
isolated polyrwetylene chains have provided natural examples of kinkJ (domain walls),
pulses ( polarcms ) and breathers (enharmonic phonon wave-packets) -- in ideal pol y-
acetylene it is now believed that interchain coupling is very important. To this end we
rest net ourselves to the simplest model of Su- Schrieffer- Heeger for trmw polyacet ylene
with purely elect ron-phonon coupling [l-li:

Here Y1 is the mass of C-H unit, C: is a creation operator for a n-electron at the n-th
site, Un is the displacement of the il-th C-H unit fro,n an equal bond length config-
uration, nnd K is the spring constant between neighboring C-H units. The transfer
matrix element incorporates elect ron-phonon coupling in the form

tn+l n = /() – CX([Tn+l - Un),

where a IX the coupling constant. Direct studies of the adiakic round state show
fchat the equal bond length configuration is unstable towards uni orm dimeruat:on

U. = * (-l)n Uo = + U@. This is referred to M a Peierls dimerization since the
r-electron band is initially half-filled. This “spontaneous broken symmetry ground
state” is accompanied by a gap appenring at the Fermi level, Both the size of t!~e
dimerization and of the ●lectronic gap are determined by a.

ln the limit of weak coupling, a continuum approximation is valid in terrm of the
st nggered order parameter U(y) and nn electronic spectrum linearized about A k ~“,
Thm [45,46]

‘tA(y)lu”(y)v(y) + I“(y)h(y)]} ,



where prime indicates summation up to the Fermi level. These equations have the
form of a Dirac-like equation in a y-dependent potential A(y) with a subsidiary “gap”’
condition. Their solutions represent all possible static adiabatic solutions to the Su-
Schrieffer- Heeger model. Remarkably, all such solutions can be obtained ezactfy and
construc tiuelyusing inverse scattering techniques [46 . Furthermore, this exactly solv-

clable problem is ezactly equivalent to a popular fiel theory model, the Gross- Neveu
model of quadratically coupled, mass less fermions. The mos+ general Gross- Neveu
model Lagrangian includes fermions with N “flavors:”

L = f #(a)(u) (iYP :) P(=)(Y)
Ca=l

+ ; 9:*V [~ W(V)J%)]2 .
a=,

(See Ref. [46] for notation).
The polyacetylene case corresponds to N = 2 ( + kF electro:~s), but N = 1 and 4

have also found solid state analogues [46,47]. In addition new solvable models have
been motivated by solid state materials (e, ,

!?
ordered A-B alloys and cis- pol yacet ylene

[46,48]) which have lead to new solvable eld theories bein identified. Finally, the
i~ncommensurate Peierls model is ●quivalent to the N = 2 c ird Gross- Neveu model

[46].
The availability of these exactly solvable models is of course important for many

benchrnnrk calculations -- for example of optical abs~rption [49] or polaronic masses.
These are ●specially interesting in field thaxy because they provide explicit ●xamples
of “dynamical mass generation” (the equiv.-dent of the spent aneous dimerizat ion -.
i, e., gnp fornmt ion), and of “negative ●ergy sea anomalies.” These anomaliea include
the ●xot ic notion of “fractionally charged solitons,” and are the consequences of phase
shifts suH~red by the valence band extmded ●lectronic states in the presence of soliton
IIFfPcta [49]i

We limit rmrselveu hem to a description Uf the elementary “soliton” ●xcitations
•~ll)ported hy the ,N s 2 Gmas-LNeveu model [46), In the language of our polyacetylene
HII)IIFIthese appear aw
[n ] Axnh or domain wdb with

whw~ & = V /As, a coherence length ( ~5- 10 a in polyacetylene), In addition to phww
fAifting of w ●ce (d mnductin ) bnnd st~tm, the kink prmlucps nnother Iocahzrd

tvlrrtronir ~tnte ●xnctly ~t the m.i dle of the rlectr~mic energy grip, iie, nt the Fwtn
lrwwl ( rhi~ n ronsqlwnr~ of An react elwtron-t~,.:~ symrnctry),
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(b) polaroTu and bipobom with:

3p(y) = Ao - KOVF {tanh lio(y + MI) - tmh Ko(y - yo)} ,

where 2Koyo = tanh- 1( &V F/& ). The polaron interpolates between pure dimer -
ization (*IO ~ J ) and an infinitely separated KI; pair (WO4 0). Since the pobxon
has the form of a kink-antikink pair. it is not surprising that the associated electronic
spectrum contains two states localized in the gap, symmetrically distributed about the

Fermi level -- at * (.L#-Ii~\’~)1.
The state of charge (and spin) of the above intrinsic defect states is determined by

the occupation of the localized gap states. Possible kinks, polarons and bipolarons are
illustrated in Fig. 6.

Importantly, while kink and polaron states are possible in trans-polyacety lene,
only polarons and bi polarons are allowed in cis-polyacet ylene. This distinction oc-
curs because the degenerate ground states in trans-polyacety lene are available in cis-
polyacetylene, where an additional term in the Hamiltonian breaks the degeneracy.
This results in a confinement of kink-antikink pairs so that free kinks are not possible
[46]. The situation is easily understood in chemical terms JMshown in Fig. 6, where
single and double bonds correspond to long and short CH near-nei hbor separations.

fSince most conducting polymers presently synthesized be allen into the cis-
poiyacetylene category (a unique ground state and a metasthble second configuration),
experiment al and theoret iced attention has moved strongly toward their identification.
Combinations of optical absorption, ESR, doping-induced spectroscopy and photoex-
citation studies, now strongly support their presence 11]. While it is likely that they

kplay a major role in transport, a great deal of researc remtins to elucidate details.
\Ve conclude this section with very brief remarks on adiabatic dynamicu, which al-

!OWSus to introduce the final ‘*soliton” ●xcitation, referred to above, namely a breather.
These appear M coherent enharmonic phonon packets with associated oscillatory elec-
trcmic energy levels. They have been proposed as important features of kink propaga-
tion and photoexcitat ion (across the ground state ga or in the presence of localized

[
gap states due to polarons or extrinsic impurities) 50]. .+s one example, consider
photoexcitation of an electron from the top of the m ence band to the bottom of the
conduction hand within the Su-Schrieffer-Heeger model. As shown in Fig. 7, this
initial condition very rapidly (after + 10-]3 sec ) evolves into a separating kink and
ant ikink and a localized ●nvelope structure oscillating periodically iri time (see Fig.
7(b), The kink and antikink separate at a mazimum velocity where their combined
kinetic energy is *0.l? do [50]. The oscillatory mode can be described very accurately
in terms of %diton” ( breather) solutions of a nonlinear Schri5dinger equation, These
lmve the fotm (501

A(x, c) = Jf)[l +d(t, t)]

-’R = -~(Aj4 ,

lG



KINK ,.m‘.
#’

#’ ‘.
--’ ‘.. -

0

.2 0 z
/s-m● ‘.,

W4 )
4’ ‘\

.

PQL4noFJsIn% /“ ‘.
\
‘\

o “z o a
ylt~

(a)

(b)

—+++

Figure 6, Lattice deformatium arid electronic levels corresponding to polarom and
bipolarons in cis- and trans-polyacety lenc,
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where c is a small parameter. Semiclassical quantization of these breathers gives an
ener~ spectn.m [50]

which shows that che breathers should be viewed as phonon bound states. The electron
spectrum accompanying the breathing mode is dominated by two locaIized gap states
(aY in the pcdaron spectrum of Fig. 6) oscillating periodically to the gap edge and
deeply into the gap [50]. They are expected to yield optical absorption signatures with
absorption peaks near the band edge and associated bleaching of int erband absorption,
however this involves calculations beyond the adiabatic limit which are described in
[51]. Picosecond resolved photo induced photoabsorption experiments [32 do indeed

Lshow such feat ures but many decay channels are possible and have yet to e resolved
(interchain excitons versus on-chain charge separation, “hot” solitons, Ag correlation
states, etc.).

Note that the electronic occupation of the breathin localized levels is neurral (lower
%level doubly occupied and upper level unoccupied). C ernically, this is a “zwitterion”

intermediate species. Similar “breathing modes” (with various electronic occupations)
have now been found to be ext remely typical in this chum of models -- examples include
cis-polyacetylene, A-B polymers, polyyne chains, as well as photoexcitation in the pres-
ence of polarons and extrinsic impurities, They are essentially always a consequence
of the enharmonic lat t ice dynamics resulting from ●lectron-phonon coupling.
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